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1. Requirements
The current CDF Event Builder is operating at an input rate (corresponding to the output rate of the Level 2 trigger) of 300 events per second, at an average event size of 250 kB.  As the Tevatron’s luminosity increases, and with recent upgrades to the Consumer Server Logger, the Event Builder threatens to be the bottleneck in the acquisition chain.  
1.1 Rate

The CDF Run IIb Technical Design Report contains cross section estimates of those triggers required for maximizing the Run IIb high pT program.  This set of Level 2 triggers, provided in Sec. 6.2 of http://www-cdf.fnal.gov/upgrades/run2b/Documents/tdr_sep02.pdf, totals 750 Hz at an instantaneous luminosity of 4 x 1032 cm-2 s-1 with 396 ns bunch spacing.  Other trigger paths, such those aimed at inclusively identifying high pT b jets, will be added if the Tevatron fails to reach its Run IIb design luminosity.  Including a small safety factor, the consensus of those involved in the review of CDF’s trigger and data acquisition needs sets the Run IIb Level 2 design output rate at 1 kHz.
1.2 Event size
The event size, currently ( 250 kB per event, is expected to increase with luminosity due to silicon and COT occupancy, and due to degradation of silicon signal to noise with accumulated radiation dose.  A safety factor of two is applied for an event size upper bound of 500 kB per event.

1.3 Throughput
The Run IIb Event Builder must therefore handle a 1 kHz input rate with 500 kB events, corresponding to a required throughput of 500 MB per second.  For comparison, the theoretical throughput of the existing Event Builder is 240 MB per second (16 MB per second on 15 parallel paths), 60% of which has so far been achieved in practice.
2.  Interface to other systems
The Event Builder sits (logically, though not quite physically) between the VME Readout Buffer crates on the first floor of B0 and the Level 3 PC farm on the third floor.  The block diagram in Fig. 1 shows the connection to the VRBs and to the Level 3 PC farm.  The Event Builder combines event fragments from the VRBs into a single Level 3 CPU, in which a decision can be made on the entire event.
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No change is planned to the interfaces to the existing Event Builder.  In particular, no changes are planned to the VRBs or to the Level 3 PC farm as a result of this upgrade.
3.  Hardware
3.1 Gigabit Ethernet
The existing Event Builder is based on an Asynchronous Transfer Mode switch, a standard in the telecommunications industry.  The intent has been to replace the existing ATM switch with a more powerful version of the same technology.  The cost of this solution, and the disadvantage of using proprietary technology, has resulted in a decision to instead use gigabit Ethernet.  The increased familiarity gained with gigabit Ethernet over the past few years, the dramatic drop in cost per throughput of this technology, and the successful deployment of an essentially off-the-shelf gigabit Ethernet system by D0 has solidified this decision.

3.2 Cisco 6509

Fermilab’s experience with gigabit Ethernet networking has been positive.  The Computing Division supports a number of Cisco 6500 series switches at Fermilab, and has developed considerable expertise with their function.  The Computing Division is willing to support and maintain a 6500 series switch, and strongly urges the particular choice of the 6509.  The Cisco 6509 is a nine module chassis that can hold 8 modules of gigabit or 100 base T copper or fiber ports, with one module reserved for a controlling Supervisor.  Although this application does not require the latest Supervisor module, we are locked into using the new Supervisor 720 if we wish to have support and maintenance from the computing division.  The combination of the Cisco 6509 switch and associated supervisor has proven successful in the deployment of the D0 system.  
Our original plan to use fiber from the VRB crates on the 1st floor of B0 to the Cisco switch on the 3rd floor would have required an additional fiber module (15 k$), 15 transceivers ($330 each), and daughter cards ($300 each) on the 15 VMIC single board computers, plus spares; the choice of copper links saves roughly 25 k$. 
3.3 VMIC 7805

The interface to the VRB crates is a single board computer, produced by a company called VMIC.  D0 chose to use the VMIC 7750 after investigating several boards with similar function from competing companies, and has been happy with this choice.  This month VMIC releases the 7805, which improves upon the CPU speed and available memory of the 7750, and also contains a port for copper gigabit Ethernet.  Ron Rechenmacher has experience working with the VMIC 7750 in the D0 system, and promises to be an invaluable asset to the project.
4. Software

The controlling software for this system needs to be developed.  Use can be made of parts of the existing controlling software used in the current CDF system, and also of the code running on the VMIC card at D0.  Doug Chapin, Andy Hass, and Gordon Watts have offered their code and consulting expertise as we put the system together.

5. Test stand
We are setting up a test stand on the 3rd floor of B0 to assemble all the parts and ensure they work together, and to develop the associated controlling and monitoring software.  The test stand will consist of the Cisco 6509 switch that will be used in the final system, two VMIC cards sitting in two VRB crates to exercise the readout of the VRBs, and ten surplus PCs from the Level 3 farm to serve the roles of Scanner Manager and converter nodes.  One rack containing the Cisco switch and one rack containing two VRB crates will replace one shelf of Level 3 PCs after the boxes have been replaced with rack-mounted PCs in the current upgrade of the Level 3 PC farm.  The final system will contain additionally one VMIC 7805 for each VRB crate on the 1st floor of B0.  Gigabit copper will run from the 1st floor VRBs up a straight shaft to the 3rd floor.  The required run length of 120 feet is well within the CAT-5/6 spec for gigabit copper of 100 meters.  

The test system is being built right next to the existing system, so that the transition from the current system to the upgrade, once ready, can effected simply by swapping cables.  A prototype system will be kept for testing changes to software; for this we are considering the use of the Cisco 3750 as a little brother of the Cisco 6509.  

6. Conclusion

A system meeting required Run IIb throughput specifications is being constructed for the Run IIb Event Builder.  The design has congealed around commercial gigabit Ethernet switching technology, and a test system is being assembled.  The procurement of the Cisco switch, VMIC cards, and accessories are in progress.
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